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Relative representations enable zero-shot latent space communication

Neural networks embed the geometric structure of a data manifold lying in a high-dimensional space into latent
representations. Ideally, the distribution of the data points in the latent space should depend only on the task, the
data, the loss, and other architecture-specific constraints. However, factors such as the random weights
initialization, training hyperparameters, or other sources of randomness in the training phase may induce
incoherent latent spaces that hinder any form of reuse. Nevertheless, we empirically observe that, under the same
data and modeling choices, distinct latent spaces typically differ by an unknown quasi-isometric transformation: that
is, in each space, the distances between the encodings do not change. In this talk, | will present a way to adopt
pairwise similarities as an alternative data representation, that can be used to enforce the desired invariance
without any additional training. Neural architectures can leverage these relative representations to guarantee, in
practice, latent isometry invariance, effectively enabling latent space communication: from zero-shot model
stitching to latent space comparison between diverse settings and, surprisingly, data modalities.
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Rodola, previously a research intern at NNAISENSE and currently at NVIDIA. His research focuses on geometric
deep learning and representation learning, particularly in the interaction between different neural systems.
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